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Abstract—Robots are often required to interact with surrounding environments to complete specific tasks. In these scenarios the robot must behave in a stable manner in both free-space motion as well as constrained motion during the interaction. Additionally, for many of these cases it is important to track a specific force value to complete a task or provide safe interaction in the absence of typically expensive force sensors. This force tracking is fairly straightforward using impedance control if the environment is known exactly a priori. However, in practice the environment is unlikely to be known and force tracking becomes inaccurate. To overcome this problem we present an adaptive impedance controller with adaptation laws for the environment parameters derived directly from Lyapunov-based stability analysis. This work focuses on interactions with soft environments which are represented using a non-linear, viscoelastic Hunt-Crossley model. After derivation and stability analysis of the controller, we present simulations of a 1 degree of freedom (DOF) robot interacting with two distinct soft environments to demonstrate the efficacy of the controller.

I. INTRODUCTION

Robots are increasingly used in a wide variety of applications. Many of these applications fall under motion control tasks, where the robot’s position is controlled while moving through free-space. Other robotic tasks may require the robot to interact with surrounding environments. This is often called constrained motion, and is complicated by the interaction forces between the robot and environment. A proposed method to maintain safe interaction is impedance control introduced by Hogan [1]. In this control methodology, the impedance of the robot end effector is regulated throughout the interaction in the absence of typically expensive force sensors. This type of interaction is common in many domains and is of special interest in medical robotics, where robots interact with various tissues. These tissues are considered soft and viscoelastic and are modeled accurately using the Hunt-Crossley model [2]. Our approach for adaptive impedance control with force tracking derives adaptive laws directly from the proposed Lyapunov function and has the following appealing characteristics:

- Environment parameters are not needed to be known a priori
- Force tracking is achievable through estimation of environment parameters without the use of direct force measurement such as using a load cell
- Calculation of noise-prone, higher-order derivative terms, such as acceleration, is not necessary

The paper is outlined in the following manner: Section II describes background information pertinent to our work in force tracking for robots interacting with soft environments; Section III provides the derivation of the adaptive impedance controller along with stability analysis; Section IV provides simulated results of a 1-DOF robot interacting with a soft, viscoelastic environment with our proposed controller; Section V provides a discussion of the proposed work and the proposed benefits and limitations of this methodology; Section VI concludes the paper with suggestions for future work and a summary of the work herein.

II. BACKGROUND

A large portion of robot-environment interactions involve homogeneous and stiff environments, which are appropriately modeled by the heuristic Kelvin-Voigt model, which is linear, as shown in equation 1.

$$f_e = \begin{cases} k_e \delta + b_e \dot{\delta} & \delta \geq 0 \\ 0 & \text{otherwise} \end{cases}$$ (1)

Here, $\delta$ is the deformation into the tissue. This linear model accurately portrays many interactions, and is attractive due to its simplicity. Unfortunately, not all environments can be modeled with this spring-damper model, and require more complex models. A prime example is soft biological tissue. The non-linear, viscoelastic nature of tissue demands model terms to likewise incorporate non-linear, viscoelastic behavior; the Hunt-Crossley model is better suited to meet these requirements [3]. The model is shown in equation (2), and introduces position-dependent damping to help overcome
some of the shortcomings of the Kelvin-Voigt model.

\[ f_e = \begin{cases} 
    k_e \delta^n + b_e \delta^n \dot{\delta} & \delta \geq 0 \\
    0 & \text{otherwise} 
\end{cases} \quad (2) \]

Although the Hunt-Crossley model yields good fit to data [3], the non-linearities directly impact the complexity of estimating parameters online as well as controlling to a particular force during interactions.

Previous work has established successful attempts of impedance control with force regulation for a robot interacting with homogeneous, stiff environments. These environments are appropriately represented with the Kelvin-Voigt model in (1), or even more simply by a linear spring (i.e. \( b_e = 0 \) in (1)). For examples of impedance control with force tracking for these linear environments the reader is referred to [4], [5], [6], [7]. However, the same objective of controlling to a desired force when interacting with a soft, viscoelastic environment remains nascent. The most recent efforts in this area are described next.

Bhasin et al. early work in this area used adaptive control to regulate to a desired position during interactions with environments modeled using the Hunt-Crossley model [8]. The authors used a projection operator to derive adaptive laws. Stability was shown using Lyapunov method, but no extension using Barbalat’s Lemma was shown, and therefore only boundedness was shown as opposed to asymptotic convergence. This early work does not show regulation to a given force and is not constructed in the framework of adaptive impedance control, but established initial work in the area of interaction with soft, viscoelastic environments.

Expanding on this initial work, Bhasin et al. propose a bounded neural network based controller to provide force limiting control during the interaction [9], [10]. This controller was composed of a bounded neural network term along with a saturated feedback term which in effect bounds the control input. The stability of this controller was also shown using Lyapunov method, but as before the controller did not regulate to a specific force, but rather limited the force to an upper bound. This was one step closer to force control as it at least guaranteed this bound.

A method for force tracking can be found in [11] which considers interactions with environments modeled using Hunt-Crossley model. The proposed method also uses a projection operator to derive the adaptation laws. The controller is set up as an impedance controller with a derived desired trajectory which results in the desired force in the steady-state. Knowledge of the exponential term, \( n \), in (2) is required a priori. Also, the proposed controller requires knowledge of the environment force, which would require measurement through a sensor such as a load cell. The stability analysis is done using Lyapunov method, but asymptotic convergence is not shown. Simulations of the controller show accurate estimation of the environment parameter, \( k_e \), as well as regulation to a desired force.

The previous methods for control were all adaptive controllers; a different approach is presented in [3]. Instead of adaptive control, this work utilized a Kalman filter based active observer to estimate tissue parameters online. To accomplish this, a first-order linearization of the Hunt-Crossley model was used. The linearization was done about a steady-state force value; due to this fact the controller performance degrades away from this linearization value and is not conducive to a large range of desired forces.

Along with the described controllers, other work has focused on techniques for parameter estimation without control. Initial work was reported in [12], where a two-stage estimation approach was proposed. Due to the non-linearity of the Hunt-Crossley model, the estimation was accomplished through two recursive least-squares (RLS) estimators interconnected via feedback. The RLS estimators were established based on a partial decoupling of parameters, with one RLS estimator estimating the stiffness \( (k_e) \) and damping terms \( (b_e) \), and the other RLS estimator estimating the exponential term \( (n) \). Although estimation was deemed accurate, simulation and experimental results show that this two-stage estimation technique is sensitive to initial parameters and suffers from a relatively slow convergence time as explained in [13]. These two shortcomings make this estimation technique un-conducive to incorporate in a feedback control loop.

A single-stage estimation technique was proposed in [13] to alleviate the aforementioned problems with the two-stage approach. The single-stage estimation technique was accomplished by first linearizing the Hunt-Crossley model by taking the natural logarithm of both sides. This new linear-in-parameters model is conducive to RLS methods; the authors chose to utilize exponentially weighted recursive least squares (EWRLS) due to its advantages with estimating variable dynamic properties and faster convergence time. This single stage EWRLS approach was shown to be accurate, but has two potential shortcomings as pointed out by the authors. First, an approximation in regard to the natural logarithm function is used which relies on the assumption that the end effector speed is relatively small when in contact with the environment. This may be true in many cases, but is not easily guaranteed throughout the entire operation. The second limitation also is due to an approximation with the natural logarithm function, and requires that penetration must be “sufficiently” deep enough into the tissue. This requires that the estimator is only utilized once the robot has thoroughly penetrated the environment surface as detailed in [13]. This condition may prove limiting for control scenarios, because estimation can only start after sufficient penetration.

A more recent estimation approach was proposed in [14], where once again a two-stage identification approach was proposed. In contrast to the two-stage approach in [12], which suffered from slow convergence time and high sensitivity to initial parameters, this two-stage approach is not interconnected via a feedback loop, and therefore does not suffer from these same limitations. Instead, this two-stage approach first utilizes a Quad-Poly model linearly parameterized for use with EWRLS. The parameter estimates from this first stage are then used in a lookup table to
identify the exponential term, $n$. Given knowledge of the parameter $n$, the stiffness ($k_e$) and damping ($b_e$) are linearly parameterized and the second stage concludes with EWRLS to estimate these two parameters. This full approach is called two-stage polynomial identification (TSPI), and was found to be more accurate than the previously proposed log-linearization approach. Specifically, TSPI far exceeded the log-linearization approach in contact regions close to the environment boundary, because TSPI does not rely on any assumptions regarding sufficient penetration into the environment.

These approaches all provide estimation of Hunt-Crossley model parameters without regard to control. By combining any of these estimators within a control scheme, a separate analysis would be necessary to guarantee stability of the combined controller and estimator. Additionally, each of the estimation techniques mentioned require the use of force estimation through sensors such as load cells. This may not be conducive in many applications, and are especially challenging in medical scenarios [15], [16]. These reasons motivate our proposed work of adaptive impedance control with force tracking.

III. ADAPTIVE IMPEDANCE CONTROL

As mentioned previously, an impedance controller can be used for force tracking in a known environment. However, it does not have a mechanism for force tracking in an unknown environment. On the other hand, an adaptive controller can be used for estimating parameters of an unknown environment (assuming a known form for the environment), but it does not have a mechanism for force tracking. To address this problem, we now present an adaptive impedance controller. Table I defines the various symbols used throughout this derivation.

A. Modeling and Notation

In this work we consider robot dynamics of the form:

$$m\ddot{x} + b\dot{x} = F_{in} - F_e \tag{3}$$

where $m$ and $b$ are robot mass and damping, respectively. The state, $x$, represents position of the robot end effector with $\dot{x}$ representing velocity and $\ddot{x}$ representing acceleration. The state, $x$, is assumed measurable with its derivatives accessible through numerical differentiation. The dynamics of the robot are based on the model of a DC motor with 1 degree of freedom (DOF). However, the adaptive impedance controller derived in this work can be generalized to multiple DOFs. The controller input force is denoted by $F_{in}$ and the environment force is denoted by $F_e$. The robot is assumed to be interacting with soft environments, such as tissue, where the environment force is represented using the Hunt-Crossley model as explained previously and restated here:

$$F_e = \begin{cases} k_e \delta^n + b_e \delta^n \dot{\delta} & \delta \geq 0 \\ 0 & \text{otherwise} \end{cases} \tag{4}$$

where $\delta$ is taken as the deformation of the tissue and is defined in (5). Additionally, $\dot{\delta}$ is the relative rate of deformation of the tissue. The terms $k_e$ and $b_e$ are tissue stiffness and damping parameters, respectively. The exponential term, $n$, is the Hertzian compliance coefficient, and is usually assumed to be between 1 and 2. For this work, it was assumed constant at 1.8 similar to assumptions made in [11].

$$\delta = \begin{cases} x - x_e & x > 0 \\ 0 & \text{otherwise} \end{cases} \tag{5}$$

Here, $x_e$ represents the tissue boundary as shown in Figure 1 and is measured from the same frame of reference as $x$. The value of $x_e$ is assumed to be known and constant.

B. Controller Derivation

We begin the derivation by selecting a value for $F_{in}$ to obtain a desired impedance model:

$$F_{in} = mM_e^{-1}(-B_t \dot{e} - K_t e + \gamma) + \hat{F}_e + b \dot{e} \tag{6}$$

Here, $M_t$, $B_t$, and $K_t$ represent target inertia, damping, and stiffness impedance parameters, respectively. The interaction between the robot and the environment is modeled as a 2nd order mass-spring-damper system, and the value of the impedance parameters are chosen so as to shape the interaction (overdamped, critically damped, etc.). In this way, we obtain a desired impedance model. The terms $e$ and $\dot{e}$ represent the error and its derivative, respectively, where error is defined as $e = x - x_r$. The expression for $x_r$ will be defined later, which is the reference trajectory used to drive the actual force to a desired force, $F_d$. Additionally, $\gamma$ is a placeholder term to be defined later which helps facilitate stability analysis. The term $\hat{F}_e$ denotes an estimate of $F_e$. This hat notation is adopted throughout the paper to likewise signify an estimate.

We substitute the value of $F_{in}$ as defined in (6), to the dynamic model in (3):

$$m\ddot{x} + b\dot{x} = mM^{-1}(-B_t \dot{e} - K_t e + \gamma) + \hat{F}_e + b \dot{e} - F_e \tag{7}$$

After algebraic simplification, (7) can be expressed as the following:
\[ M_i \ddot{x} + B_i \dot{e} + K_i e = \gamma - m^{-1} M_i \tilde{F}_e \]  \hspace{1cm} (8)

Here, \( \tilde{F}_e = F_e - \hat{F}_e \) is defined as the difference in actual and estimated environment forces, with the tilde symbol used throughout this paper in this manner.

To facilitate stability analysis, a sliding surface like term, \( \sigma \), is chosen as follows:

\[ \sigma = M_i \dot{x} + B_i e \]  \hspace{1cm} (9)

Note, the objective of constructing \( \sigma \) is to use it in stability analysis of the adaptive impedance controller and to show that \( \sigma \) asymptotically approaches zero, with the ultimate goal of driving the error, \( e \), asymptotically to zero. Since (9) is a mixed differential equation, \( \sigma \) approaching zero does not necessarily guarantee that \( e \) is also driven to zero, however it will be later shown that this is indeed the case.

We take the derivative of (9) to obtain:

\[ \dot{\sigma} = M_i \ddot{x} + B_i \dot{e} \]  \hspace{1cm} (10)

By combining (8) with (10) we obtain the following:

\[ \dot{\sigma} = -K_i e + \gamma - m^{-1} M_i \tilde{F}_e \]  \hspace{1cm} (11)

Now, we can strategically select \( \gamma \) to cancel out the \( K_i e \) term as well as provide a useful term for stability analysis:

\[ \gamma = -K \sigma + K_i e \]  \hspace{1cm} (12)

where, \( K \) is selected as a positive gain. At this point, Lyapunov stability analysis can be conducted.

**C. Stability Analysis**

We start by defining a candidate Lyapunov function with \( \alpha \) and \( \beta \) as positive scalars:

\[ V(\sigma, \dot{k}_e, \dot{b}_e) = \frac{1}{2} \sigma^2 + \frac{1}{2} \alpha \dot{k}_e^2 + \frac{1}{2} \beta \dot{b}_e^2 \]  \hspace{1cm} (13)

With the derivative of (13) being computed as follows:

\[ \dot{V} = \sigma \dot{\sigma} + \alpha \ddot{k}_e \dot{k}_e + \beta \ddot{b}_e \dot{b}_e \]  \hspace{1cm} (14)

Substituting (11) and (12) into (14) we obtain:

\[ \dot{V} = \sigma (-K \sigma + m^{-1} M_i \tilde{F}_e) + \alpha \ddot{k}_e \dot{k}_e + \beta \ddot{b}_e \dot{b}_e \]  \hspace{1cm} (15)

The expression for \( \tilde{F}_e \) can be written as follows:

\[ \tilde{F}_e = \delta^n (\dot{k}_e + \dot{b}_e) \]  \hspace{1cm} (16)

By simplifying (15) and substituting in (16) we obtain:

\[ \dot{V} = -K \sigma^2 - \ddot{k}_e (m^{-1} M_i \sigma \delta^n - \alpha \dot{k}_e) - \ddot{b}_e (m^{-1} M_i \sigma \delta^n - \beta \dot{b}_e) \]  \hspace{1cm} (17)

Here, the following two conditions will ensure that \( \dot{V} \) is negative semi-definite and hence a Lyapunov function:

\[ m^{-1} M_i \sigma \delta^n - \dot{k}_e = 0 \]  \hspace{1cm} (18)

and

\[ m^{-1} M_i \sigma \delta^n - \dot{b}_e = 0 \]  \hspace{1cm} (19)

The adaptive laws for \( \dot{k}_e \) and \( \dot{b}_e \) can be directly derived from (18) and (19), respectively. They are computed as follows:

\[ \dot{k}_e = \frac{m^{-1} M_i \sigma \delta^n}{\alpha} \]  \hspace{1cm} (20)

\[ \dot{b}_e = \frac{m^{-1} M_i \sigma \delta^n}{\beta} \]  \hspace{1cm} (21)

Since \( \dot{k}_e = k_e - \dot{k}_e \) and \( k_e \) is a constant, then we have \( \dot{k}_e = -2 \dot{k}_e \). Likewise, \( \dot{b}_e = -\dot{b}_e \). These expressions can be used to re-write (20) and (21) as the following:

\[ \dot{k}_e = -\frac{m^{-1} M_i \sigma \delta^n}{\alpha} \]  \hspace{1cm} (22)
\[
\dot{b}_e = -\frac{n^{-1}M_t \sigma \delta^n \dot{\delta}}{\beta} \tag{23}
\]

Here, (22) and (23) represent the adaptation laws for \( \dot{k}_e \) and \( b_e \), respectively. Since \( V \) is a valid Lyapunov function, we have therefore shown the boundedness of its states \( \sigma, k_e, b_e \). Using Barbalat’s lemma we can now show asymptotic convergence of Lyapunov function states.

### D. Barbalat’s Lemma

To apply Barbalat’s Lemma and consequently show asymptotic convergence we must take the second derivative of our Lyapunov function and show that it is bounded. The second derivative is computed after plugging in (18) and (19) into (17) to obtain the following:

\[
\ddot{V} = -2K\sigma \dot{\sigma} \tag{24}
\]

We can substitute (11) and (12) into (24) to get a simplified expression:

\[
\ddot{V} = -2K\sigma^2 + 2K\sigma m^{-1} M_t \dot{F}_e \tag{25}
\]

From the original Lyapunov analysis we know that \( \sigma \) is bounded along with the bounded constants \( K, m, \) and \( M_t \). We assume that \( \delta \) is bounded, due to physical limitations of the environment, and by construction of \( \sigma \) in (9), we also know that \( \dot{\delta} \) is bounded. Since \( k_e \) and \( b_e \) are bounded from the original Lyapunov analysis, this shows that \( \dot{F}_e \) in (16) is also bounded. Therefore, every individual term in (25) is bounded, which implies that \( \ddot{V} \) is also bounded. This satisfies Barbalat’s Lemma and shows that the Lyapunov function state, \( \sigma \), asymptotically converges to zero. Note, the states \( k_e \) and \( b_e \) have only shown to be bounded at this point.

### E. Trajectory Generation

With \( \sigma \) converging to zero (which also implies \( e \) goes to zero as will be later shown), the objective now is to define an ideal reference trajectory, \( x_r^* \), such that \( \dot{x}_r^* = F_e \) as \( x \to x_r^* \). In this way, as the robot tracks the reference trajectory, it will also track the desired force. This reference trajectory is computed by evaluating (4) in steady state, where all time derivatives are set to zero. This gives:

\[
F_e = k_e \delta^n \tag{26}
\]

By setting \( F_e = F_d \) and substituting in the expression for \( \delta \) we can re-write (26) as the following:

\[
x_r^* = x_e + \left( \frac{F_d}{k_e} \right)^{\frac{1}{n}} \tag{27}
\]

The computation of (27) is dependent on knowledge of the environment, \( k_e \), which is unknown. Therefore, a feasible online trajectory, \( x_r \), is derived by substituting the value of \( k_e \) with \( \dot{k}_e \) to obtain the following:

\[
x_r = x_e + \left( \frac{F_d}{\dot{k}_e} \right)^{\frac{1}{n}} \tag{28}
\]

To achieve force tracking, the objective is to have \( x_r \to x_r^* \). This is accomplished if \( \dot{k}_e \to k_e \), which can alternately be stated as \( \dot{k}_e \to 0 \). This will be shown later.

The expression for \( x_r \) in (28) is time-dependent due to the \( \dot{k}_e \) term. The time derivative of \( x_r \) will be used in subsequent analysis and is computed as follows:

\[
\dot{x}_r = -\frac{1}{n} \left( \frac{F_d}{k_e} \right) \left( \frac{F_d}{k_e} \right)^{\frac{1}{n}} \tag{29}
\]

### F. Asymptotic Convergence of Error

As stated previously, the asymptotic convergence of \( \sigma \) does not necessarily imply asymptotic convergence of \( e \) in (9). However, with some manipulation this can also be shown. We start by recalling that \( \dot{e} = \dot{x} - \dot{x}_r \), or alternatively \( \dot{\delta} = \dot{e} + \dot{x}_r \). This expression along with (29) can be substituted into (9) to get the following:

\[
\sigma = M_t \left[ \dot{e} - \frac{1}{n} \left( \frac{F_d}{k_e} \right) \right] + B_t e \tag{30}
\]

The expression in (22) can be substituted into (30) to obtain:

\[
\sigma \left[ 1 - \frac{m^{-1} M_t^2 F_d \delta^n}{\alpha n k_e^2} \right] = M_t \dot{e} + B_t e \tag{31}
\]

With (31), we can see that every term within the square brackets has been previously shown to be bounded. This implies that the whole term in the square brackets is at least bounded, and that the left-hand-side of (31) goes to zero (since \( \sigma \to 0 \) due to Barbalat’s lemma). Therefore the error dynamics equation can be simplified to the following:

\[
0 = M_t \dot{e} + B_t e \tag{32}
\]

This is a homogeneous differential equation in terms of \( e \), which implies that \( x \to x_r \) since \( e \to 0 \).

### G. Asymptotic Convergence of \( \dot{k}_e \)

After showing that \( x \to x_r \), the last step is to show that \( x_r \to x_r^* \), which would accomplish the force tracking task of \( F_e \to F_d \). As previously stated, \( x_r \to x_r^* \) if \( \dot{k}_e \to 0 \). This is shown by starting with the impedance model found in (8). Through previous analysis we have shown that \( \dot{x}, \dot{\delta}, \) and \( \delta \) will converge to zero. Additionally, it is apparent that the expression for \( \gamma \) in (12) will also converge to zero. Using these substitutions we obtain the following expression:

\[
m^{-1} M_t \dot{F}_e = 0 \tag{33}
\]

Since \( m \) and \( M_t \) are both constants, this implies that \( \dot{F}_e \) will converge to zero. This can be used to rewrite (16) as follows:

\[
\delta^n (\ddot{k}_e + b_e \dot{\delta}) = 0 \tag{34}
\]

From the definition of \( \sigma \) in (9), we know that \( \dot{\delta} \) converges to zero, and we are left with the following:
\[ \delta^n \hat{k}_e = 0 \]

The expression in (35) is equal to zero if either \( \delta \) or \( \hat{k}_e \), or both, are equal to zero. Since we have shown that \( x \rightarrow x_r \), we can guarantee that \( \delta \) is a positive value as long as we assign \( F_d \) to be a value greater than zero. If \( \delta \) remains positive then we know that \( \hat{k}_e \) must converge to zero to satisfy (35).

A note of significance is that although proper force tracking requires \( \hat{k}_e \) to converge to zero (which has been shown), it only requires \( \hat{b}_e \) to remain bounded (which has been shown using Lyapunov analysis).

H. Simulation

To verify the efficacy of the derived adaptive impedance controller, a 1-DOF robot interacting with a soft, viscoelastic environment is simulated. This simulation is akin to a palpation device used to interact with soft tissue in medical procedures. Two distinct simulations were conducted with different material properties and desired force assigned for each trial. Trial A is akin to a softer tissue with a lower desired force target (e.g. kidney), and trial B is similar to a stiffer tissue with a higher desired force target (e.g. liver). The robot is modeled with mass, \( m \), damping, \( b \). The tissue environment is modeled with the Hunt-Crossley model (2) with parameters \( k_e \), \( b_e \), and \( n \). The desired dynamical relationship for the impedance controller is a 2\(^{nd}\) order mass-spring-damper with a target mass of \( M_t \), target damping of \( B_t \), and target spring constant of \( K_t \). Other pertinent simulation parameters for the controller include gains \( \alpha \), \( \beta \), and \( K \). Additionally, the values were set for the environment location, \( x_e \), and desired force, \( F_d \). Initial location of the robot was set to be \( x = 0.09 \), and the initialization of \( \hat{k}_e \) and \( \hat{b}_e \) were set to be 75\% of the true value.

IV. Results

The simulated results for trials A and B are shown in Figures 2 and 3, respectively. Each trial contains plots for position tracking, stiffness parameter estimation, and force tracking. The position tracking demonstrates the actual position, \( x \), converging to the reference trajectory, \( x_r \). This is the reference trajectory computed online by (28) which is designed to drive \( F_e \rightarrow F_d \) so long as \( x_r \) converges to \( x^*_r \).
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Fig. 2. Position tracking depicting convergence of \( x \) to both \( x_r \) and \( x^*_r \) (left), estimation of environment stiffness with \( \hat{k}_e \) converging to the true value \( k_e \) (center), and force tracking of the environment force, \( F_e \), converging to the desired force, \( F_d \) (right) for simulation trial A.

The estimation of the stiffness parameter in the Hunt-Crossley model, \( \hat{k}_e \), is shown to converge to the true value \( k_e \) for both trials.

The environment force, \( F_e \), is shown to converge to the desired force, \( F_d \), for each trial. The environment force, \( F_e \), is not accessible by the controller; instead, an estimate of the force, \( \hat{F}_e \), can be computed based on the best current estimate of the environment parameters. For each trial, \( \hat{F}_e \) very closely follows \( F_e \), as is evident from the plots.

V. Discussion

The simulation results demonstrate accurate force tracking achieved with the proposed controller for both trials as depicted in Figures 2 and 3. This is achieved through proper assignment of a reference trajectory, \( x_r \), as defined in (28). There are a few key observations to point out. First, \( F_d \) in (28) is a fixed value, i.e. the desired force is constant. Second, unlike a typical reference trajectory, which is computed independently of the system dynamics, the reference trajectory, \( x_r \), in this framework depends on the environment parameter estimate, \( k_e \). This is because unlike a typical reference trajectory passed to a controller for motion tracking, our reference trajectory is also used for indirect force tracking. This makes position tracking more involved and it becomes crucial to have an increasingly better estimate of \( k_e \). Lastly, although initial investigation of time-varying force tracking in simulation has yielded promising results, it is left for future work to mathematically show stability in
the presence of a time-varying desired force, $F_d$. The main challenge in accomplishing this is computing an expression for $\dot{x}_r$ in (29), which becomes much more complicated if $F_d$ is not assumed to be constant. However, for many use cases a constant desired force will be sufficient (e.g. surgical grasping).

The key contribution this work provides is the implementation of a force tracking controller which does not rely on a force sensor or the computation of an acceleration term. This is significant as force sensors are generally expensive, and are often infeasible to add in many scenarios. This is specifically true in medical settings which is complicated because of sterilization issues as well as constraints due to small instrument size [16]. Additionally, the computation of a higher-order derivative, such as is necessary when computing acceleration, is noise-prone and undesirable in control loops because an accurate acceleration estimate incurs delay. The proposed work herein bypasses both of these concerns.

The current presentation of this work provides a solid foundation for further exploration. Currently, an estimation approach for the exponential term, $n$, is not included. This appears to be common in existing literature when estimation is used in conjunction with a controller. Fortunately, for soft tissue the value of $n$ is generally bounded between 1 and 2, can easily be obtained offline, and is typically constant [3, 11].

VI. CONCLUSION

This work presents an adaptive impedance controller for force tracking of robotic interactions with soft, viscoelastic materials. The controller is stable in both the free space and constrained space and stability is shown using Lyapunov analysis. Asymptotic stability is then shown by extending this analysis with Barbalat’s lemma. Due to asymptotic convergence of position error, we are able to do force tracking (since $x_r$ and $F_d$ are intimately related using (28)). The main advantages of this controller design include the ability to implement it without a force sensor or a computation of higher order dynamic terms such as acceleration. The simulation results demonstrate accurate force tracking for two distinct materials.

Future efforts to improve on this work include estimation of the coefficient, $n$, in the Hunt-Crossley model as well as force tracking of time-varying signals of $F_d$. The current work provides a foundation for further research to improve interaction with soft, viscoelastic materials such as interaction of robots with tissues for applications in medical robotics.
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